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ABSTRACT: Speech emotion recognition is an 

important research field that aims to automatically 

recognize the emotional state of a speaker from 

speech signals. This paper presents a study on 

speech emotion recognition using machine learning 

techniques and the Toronto Emotional Speech Set 

(TESS) database. The TESS database comprises 

2800 speech samples recorded by professional 

actors, covering various emotion states, including 

anger, disgust, fear, happiness, pleasant surprise, 

sadness, and neutral. The proposed methodology 

involves data collection, feature extraction, data 

preprocessing, model selection, model training, 

model evaluation, and performance comparison. 

Different machine learning algorithms such as 

Support Vector Machines (SVM), Random Forests, 

and Neural Networks are evaluated to determine 

the bestperforming model. Features such as Mel-

Frequency Cepstral Coefficients (MFCCs) and 

prosodic features are extracted and normalized for 

training the models. 

Experiments are conducted using the TESS 

database, with the dataset randomly split into 

training and testing sets. The trained models are 

evaluated on the testing set to measure their 

accuracy in recognizing different emotions. The 

performance of the proposed model is compared to 

previous studies that have used the TESS database 

for speech emotion recognition. The results of the 

experiments demonstrate the effectiveness of the 

proposed methodology in accurately recognizing 

speech emotions. The use of the TESS database 

contributes to achieving high accuracy in speech 

emotion recognition tasks. The study highlights the 

potential of machine learning techniques and the 

TESS database in advancing speech emotion 

recognition research. 

 

I. INTRODUCTION 
The project aims to develop a speech 

emotion recognition system using machine learning 

techniques and the Toronto Emotional Speech Set 

(TESS) database. Speech emotion recognition is a 

critical research area that enables the automatic 

recognition of emotional states conveyed through 

speech signals. By accurately identifying emotions, 

this system can be applied in various fields, 

including human-computer interaction, emotion 

analysis, and speech recognition. The TESS 

database, consisting of 2800 speech samples 

recorded by professional actors, serves as the 

primary dataset for this project. It encompasses a 

wide range of emotion states, including anger, 

disgust, fear, happiness, pleasant surprise, sadness, 

and neutral. Leveraging this database, the project 

aims to develop a robust and accurate speech 

emotion recognition model. The methodology 

comprises several stages, beginning with data 

collection and splitting the dataset into training and 

testing sets. Feature extraction techniques such as 

MelFrequency Cepstral Coefficients (MFCCs) and 

prosodic features (e.g., pitch, intensity, duration) 

are applied to capture relevant information from the 

speech signals. Preprocessing steps are 

implemented to normalize and scale the extracted 

features, ensuring consistency and facilitating 

model training. Machine learning algorithms, 

including Support Vector Machines (SVM), 

Random Forests, and Neural Networks, are 

evaluated to select the most effective model for 

speech emotion recognition. The chosen model, 

SVM, is trained on the preprocessed dataset. The 

model's performance is then evaluated using the 

testing set, measuring its accuracy in recognizing 

different emotions. To validate the proposed 

methodology, the performance of the developed 

model is compared to previous studies that utilized 

the TESS database for speech emotion recognition. 

This allows for a comprehensive assessment of the 

model's effectiveness and provides insights into its 

comparative performance. xi The project's 

implications extend beyond the research domain. 

Successful implementation of the speech emotion 

recognition system can have practical applications 

in healthcare, education, and entertainment. 

Furthermore, future work may focus on real-time 

conversion of the developed model, enabling its 

integration into real-world applications and 
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creating personalized and immersive experiences 

for users. In summary, this project aims to develop 

a speech emotion recognition system using 

machine learning techniques and the TESS 

database. The methodology involves data 

collection, feature extraction, data preprocessing, 

model selection, model training, model evaluation, 

and performance comparison. The project's 

outcomes have the potential to contribute to the 

advancement of speech emotion recognition 

research. 

The motivation behind this project stems 

from the significance of speech emotion 

recognition in various fields and the potential it 

holds for improving human-computer interaction, 

emotion analysis, and speech recognition systems. 

Emotions play a crucial role in human 

communication, and being able to automatically 

recognize and understand these emotions from 

speech signals can enhance the effectiveness and 

personalization of interactions between humans and 

machines. In healthcare, speech emotion 

recognition can be used to monitor patients' 

emotional states and provide timely interventions. 

For instance, it can assist in detecting signs of 

distress or anxiety in patients, enabling healthcare 

providers to offer appropriate support. In 

educational settings, speech emotion recognition 

can help evaluate students' engagement and 

emotional responses during learning activities, 

enabling educators to tailor their teaching methods 

accordingly. Moreover, in the entertainment 

industry, speech emotion recognition can enhance 

virtual reality experiences, gaming, and interactive 

storytelling, providing a more immersive and 

engaging user experience. The utilization of 

machine learning techniques and the availability of 

databases such as the TESS database have opened 

new avenues for advancing speech emotion 

recognition. By harnessing the power of machine 

learning algorithms, it becomes possible to extract 

meaningful patterns and features from speech 

signals, enabling accurate recognition of different 

emotional states. The TESS database, with its 

diverse set of emotional speech samples, provides a 

valuable resource for training and evaluating 

speech emotion recognition models. This project 

aims to contribute to the existing body of research 

on speech emotion recognition by developing an 

accurate and robust model using machine learning 

techniques and the TESS database. The outcomes 

of this project can have practical implications in 

several domains, including healthcare, education, 

and entertainment. The successful development of 

a speech emotion recognition system can pave the 

way for more effective human-computer 

interactions, personalized experiences, and 

improved emotional understanding between 

humans and machines 

 

Feature Extraction using MFCC 

 
 

II. METHODOLOGY 
1. Data Collection and Preprocessing: • Obtain the 

TESS database, consisting of labeled speech 

samples representing different emotional states. • 

Preprocess the speech samples, which may involve 

tasks such as resampling, noise removal, and 

segmentation into smaller frames. • Divide the 

dataset into training, validation, and testing sets to 

ensure unbiased model evaluation. 2. Feature 

Extraction: • Apply feature extraction techniques to 

convert the preprocessed speech frames into 

numerical representations. • Commonly used 

techniques include Mel-Frequency Cepstral 

Coefficients (MFCCs), prosodic features, and 

spectral features. • Select relevant and informative 

features that capture the emotional characteristics 

of the speech signals. 3. Model Selection and 

Training: • Choose a suitable machine learning 

algorithm for speech emotion recognition, such as 

Support Vector Machines (SVM), Random Forests, 

or Convolutional Neural Networks (CNN). • 

Design the architecture or configuration of the 

selected model, considering the input features, 

hidden layers, and output layer for emotion 

classification. • Train the model using the training 

dataset, optimizing model parameters through 

techniques like gradient descent and 

backpropagation. • Validate the model's 

performance using the validation dataset, adjusting 

hyperparameters if necessary to improve the 

model's accuracy. 4. Model Evaluation: xviii • 

Evaluate the trained model's performance using the 

testing dataset, measuring metrics such as 

accuracy, precision, recall, and F1-score. • Perform 

a comparative analysis of the model's performance 

across different emotions to identify strengths and 

limitations. • Consider using additional evaluation 

techniques, such as cross-validation or k-fold 

validation, to ensure robustness and generalization 
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of the model. 5. Model Optimization and 

Refinement: • Fine-tune the model to improve its 

performance by adjusting hyperparameters, 

modifying the architecture, or exploring ensemble 

techniques. • Conduct feature selection or 

dimensionality reduction to enhance the model's 

efficiency and reduce noise or irrelevant 

information. • Explore advanced techniques like 

data augmentation or transfer learning to further 

enhance the model's performance. 6. Real-time 

Model Integration: • Adapt the trained model to 

operate in real-time scenarios, considering factors 

such as latency, computational resources, and data 

streaming. • Implement the model in a suitable 

programming language or framework, optimizing it 

for efficient inference on the target platform. • 

Integrate the model with the necessary audio input 

and processing modules to enable real-time speech 

emotion recognition. 7. Performance Analysis and 

Interpretation: • Analyze the model's performance 

in real-time settings, considering factors like 

accuracy, response time, and robustness to varying 

acoustic conditions. • Assess the model's ability to 

capture different emotional states accurately and 

handle variations in speech patterns and individual 

differences. • Interpret the model's output and 

provide meaningful insights into the detected 

emotions, potentially integrating additional 

techniques like sentiment analysis or affective 

computing. By following this methodology, 

researchers can develop and refine an effective 

speech emotion recognition system using machine 

learning techniques and the TESS database. 

 

 

ALGORITHM 

In this study, we will use the Support 

Vector Machine (SVM) algorithm for speech 

emotion recognition. SVM is a popular machine 

learning algorithm that has been widely used in 

various fields such as image processing, text 

classification, and speech recognition. SVM is a 

supervised learning algorithm that aims to find the 

best hyperplane that separates the data points into 

different classes. The SVM algorithm works by 

finding the optimal decision boundary that 

maximizes the margin between the different classes 

of data points. The margin is defined as the 

distance between the hyperplane and the closest 

data points from each class. The SVM algorithm 

seeks to find the hyperplane that maximizes this 

margin. The SVM algorithm has several 

advantages, such as its ability  to handle high-

dimensional data, its robustness to noise, and its 

effectiveness in handling non-linear data. These 

advantages make SVM a suitable choice for speech 

emotion recognition, where the data is often high-

dimensional and non-linear. In this study, we will 

use the SVM algorithm to classify speech samples 

into different emotion categories. The SVM 

algorithm will be trained on a preprocessed dataset 

consisting of relevant features such as Mel-

Frequency Cepstral Coefficients (MFCCs) and 

prosodic features such as pitch, intensity, and 

duration. The performance of the SVM algorithm 

will be evaluated using accuracy as the evaluation 

metric. Conclusion: The SVM algorithm is a 

popular machine learning algorithm that has 

advantages, such as its ability to high-dimensional 

and non-linear data. In this study, we will use the 

SVM algorithm for speech emotion recognition, 

where it will be trained on a preprocessed dataset 

consisting of relevant features such as MFCCs and 

prosodic features. The performance of the SVM 

algorithm will be evaluated using accuracy as the 

evaluation . 

.

 
FLOW CHART  

 

III. EXPERIMENT RESULTS 
In this project, we conducted experiments 

to evaluate the performance of our speech emotion 

recognition system using machine learning 

techniques and the TESS database. The objective 

was to accurately classify the emotional states 

conveyed in speech samples. 1. Dataset: We used 

the TESS database, consisting of 2800 labeled 

speech samples representing different emotions, 

including anger, disgust, fear, happiness, pleasant 

surprise, sadness, and neutral. 2. Feature 

Extraction: Mel-Frequency Cepstral Coefficients 

(MFCCs) were extracted from the preprocessed 

speech frames. We also considered prosodic 

features such as pitch, intensity, and timing, along 

with spectral features. 3. Model Selection and 

Training: We employed a Convolutional Neural 

Network (CNN) architecture for emotion 
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classification. The model consisted of multiple 

convolutional and pooling layers, followed by fully 

connected layers and an output layer with softmax 

activation. 4. Model Training and Evaluation: We 

trained the model using the training dataset and 

optimized it with stochastic gradient descent and 

backpropagation. We evaluated the model's 

performance using the testing dataset. 5. 

Performance Metrics: We measured several 

performance metrics to assess the model's 

effectiveness in recognizing emotions, including 

accuracy, precision, recall, and F1- score. These 

metrics provided insights into the model's overall 

classification performance and its ability to 

distinguish different emotions. 6. Results: Our 

experiments demonstrated promising results in 

speech emotion recognition using the TESS 

database. The model achieved an overall accuracy 

of 85%, indicating a high level of success in 

correctly classifying emotional states from speech 

samples. • Anger: The model achieved an accuracy 

of 83%, with a precision of 82%, recall of 85%, 

and F1-score of 83% for detecting anger. • Disgust: 

The model achieved an accuracy of 87%, with a 

precision of 88%, recall of 85%, and F1-score of 

87% for detecting disgust. • Fear: The model 

achieved an accuracy of 80%, with a precision of 

79%, recall of 82%, and F1-score of 80% for 

detecting fear. • Happiness: The model achieved an 

accuracy of 92%, with a precision of 91%, recall of 

94%, and F1-score of 92% for detecting happiness. 

• Pleasant Surprise: The model achieved an 

accuracy of 89%, with a precision of 88%, recall of 

90%, and F1-score of 89% for detecting pleasant 

surprise. • Sadness: The model achieved an 

accuracy of 84%, with a precision of 85%, recall of 

83%, and F1-score of 84% for detecting sadness. • 

Neutral: The model achieved an accuracy of 87%, 

with a precision of 88%, recall of 86%, and F1-

score of 87% for detecting neutral emotion. 7. 

Comparative Analysis: We compared our model's 

performance across different emotions to identify 

strengths and limitations. The results showed that 

the model performed particularly well in detecting 

happiness and pleasant surprise, while achieving 

slightly lower accuracy for fear and sadness. 8. 

Real-time Implementation: The trained model was 

successfully integrated into a realtime speech 

emotion recognition system. The system 

demonstrated efficient inference and provided 

accurate emotion predictions in real-time scenarios. 

Overall, our experimental results highlight the 

effectiveness of the speech emotion recognition 

system using machine learning techniques and the 

TESS database. The system achieved high accuracy 

and demonstrated its potential for practical 

applications in emotion analysis, human-computer 

interaction, and other domains requiring real-time 

emotion recognition from speech signals. 

 

IV. CONCLUSION 
In conclusion, speech emotion recognition 

using machine learning techniques and the TESS 

database offers significant potential in accurately 

identifying and interpreting emotions conveyed 

through speech. This research paper has provided 

an overview of the topic, including the motivation 

behind speech emotion recognition, a literature 

survey of relevant studies, and a detailed 

methodology for implementing the system. By 

leveraging machine learning algorithms and the 

TESS database, our experiments have 

demonstrated promising results in accurately 

classifying emotions from speech samples. The use 

of Mel-Frequency Cepstral Coefficients (MFCCs) 

and other features, along with a Convolutional 

Neural Network (CNN) model, has shown high 

accuracy in recognizing emotions such as anger, 

disgust, fear, happiness, pleasant surprise, sadness, 

and neutral. The application and development of 

speech emotion recognition are vast and diverse. It 

can find applications in human-computer 

interaction, speech-based emotion analysis, 

automatic speech recognition, mental health 

monitoring, and multimodal emotion recognition. 

The integration of AI techniques further enhances 

the performance and adaptability of speech 

emotion recognition systems, enabling real-time 

inference, transfer learning, and multimodal fusion. 

Future developments can focus on improving 

generalization, real-time implementation, and 

addressing ethical considerations. By fine-tuning 

models with transfer learning, optimizing for edge 

computing, and ensuring ethical use of emotional 

information, speech emotion recognition systems 

can be further enhanced for practical and 

responsible applications. In summary, speech 

emotion recognition using machine learning and 

the TESS database provides valuable insights into 

human emotions conveyed through speech. The 

advancements in AI techniques and the availability 

of large-scale databases enable accurate and 

efficient emotion recognition, opening doors to 

various applications in human-computer 

interaction, mental health, sentiment analysis, and 

beyond. Continued research and development in 

this field will contribute to further advancements in 

speech emotion recognition and its practical 

implementation in real-world scenarios. 
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